
Computer Vision and Image Understanding 259 (2025) 104437

C
e
J
P
a

b

A

K
A
I
D
(
P
K

1

n
u
d
f
b
w
a
(
t
p
a
p
i

h
R
A
1
(

 

Contents lists available at ScienceDirect

Computer Vision and Image Understanding

journal homepage: www.elsevier.com/locate/cviu  

RDT-based knowledge synchronisation in an Internet of Robotics Things 
cosystem for Ambient Assisted Living
osé Galeas a, Alberto Tudela a, Óscar Pons a, Juan Pedro Bandera a, Antonio Bandera a,∗, 
ablo Bustos b
Dpto. Tecnología Electrónica, E.T.S.I. Telecomunicación, Universidad de Málaga, Campus de Teatinos s/n, 29071 Málaga, Spain
RoboLab, Escuela Politécnica, Universidad de Extremadura, Cáceres, Spain

 R T I C L E  I N F O

eywords:
mbient assistant living
nternet of Robotics Things (IoRT)
elta conflict-free Replicated Data Type 
𝛿-CRDT)
ublish/subscribe
nowledge consistency maintenance

 A B S T R A C T

Integrating IoT and assistive robots in the design of Ambient Assisted Living (AAL) frameworks has proven to 
be a useful solution for monitoring and assisting elderly people at home. As a way to manage the information 
captured and assess the person’s condition, respond to emergencies, promote physical or cognitive exercises, 
etc., these systems can also integrate a Virtual Caregiver (VC). Given the diversity of technologies deployed 
in such an AAL framework, deciding how to manage knowledge appropriately can be complex. This paper 
proposes to organise the AAL framework as a distributed system, i.e., as a collection of autonomous software 
agents that provide users with a single coherent response. In this distributed system, agents are deployed 
locally and handle replicas of the knowledge model. The problem of merging these replicas into a consistent 
representation, therefore arises.The 𝛿-CRDT (Conflict-free Replicated Data Type) synchronisation mechanism is 
employed to ensure the eventual consistency with low communication overhead. To manage the dynamics of 
the AAL ecosystem, the 𝛿-CRDT is combined with the publish/subscribe interaction protocol. In this way, the 
performance of the IoT, the robot and the VC, through the functionalities that depend on them, is efficiently 
adapted to changes in the context. To demonstrate the validity of the proposal, two use cases have been 
designed in which a collaborative response from the system is required. The first one deals with a possible fall 
of the user at home, while the second one deals with the problem of helping the person move small objects 
around the flat. The measured values of latency or consistency in the data show that the proposal works 
satisfactorily.
. Introduction

Addressing the problem of an ageing population by increasing the 
umber of places in nursing homes and health care services seems 
topian. The already high percentage of the population over 65 years in 
eveloped and developing countries will continue growing in the near 
uture. According to current projections, by 2050, this percentage will 
e over 25% in Europe and North America (Anon, 2022). Moreover, 
hile this silver society will inevitably require a higher amount of health 
nd social care services, the evolution of the Caregiver Support Ratio 
CSR) points towards a very limited availability of carers to deal with 
his increasing demand (Ribeiro et al., 2022). One of the strategies 
roposed to address this situation is the Active Ageing paradigm, which 
ims to allow elderly people to remain as autonomous and active as 
ossible for as long as possible (Anon, 2023a). The objective is to 
ncrease the person’s welfare and keep her as a valuable asset in society 
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while reducing the care or institutionalisation costs, as institutionali-
sation itself is delayed or even avoided. Active ageing policies must 
ensure privacy, safety and quality of care for elderly people (Anon, 
2023a). They, therefore, include personalised treatments, long-term 
monitoring, and the integration of monitoring, communication and 
therapy technologies at home. There, elderly people remain in a famil-
iar environment, with the consequent advantages at the psychological 
and physical levels (Ratnayake et al., 2022). Care for these people 
at home should follow a preventive approach, avoiding complications 
requiring care by medical professionals or transfer to a hospital as 
much as possible. The possibility for the elderly person to remain at 
home while monitoring their condition at all possible levels (physical 
activity, hours of rest, etc.) is now possible thanks to technological 
developments in ubiquitous computing and sensing. Specifically, an 
Ambient Assisted Living (AAL) environment integrates technologies 
(sensors, actuators, computational resources), solutions and services to 
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enable assistance to the person (Cicirelli et al., 2021). They are every-
day living environments, such as the home itself, and their deployment 
must enable the person to lead a full and autonomous life (Blackman 
et al., 2016).

An AAL environment is underpinned by the integration of a set of 
technologies. The development of the Internet of Things (IoT) is one of 
the most relevant. The idea of connecting objects around us in a real 
environment to the internet allows control and decision-making mod-
ules to have up-to-date information in near real time, thus anchoring 
a virtual model to the real environment. The application of this tech-
nology, together with other relevant technologies such as Big Data or 
digital twins, makes it possible to create intelligent AAL environments 
that improve the quality of life of the people who inhabit them (Hail 
and Fischer, 2015). The robot is another element that can be integrated 
into an AAL environment. Its combination with the Internet of Things 
(IoT) is known as the Internet of Robotic Things (IoRT) (Kara and 
Carlaw, 2014). In IoRT, information obtained from different sensors 
can be processed locally and fused and used to control the behaviour 
of an agent in the physical world. In this way, the IoT ecosystem can 
provide the robot with greater situational awareness, enabling it to 
perform its tasks better. Moreover, by being connected to the internet, 
the robot can access content that it can use in interacting with the 
people around it. Although the presence of a robot in such an ecosystem 
will increase the price, the advantages of their integration into the 
AAL environment can be relevant. In this sense, perhaps the most 
widely advocated is that the robot provides a more natural and intuitive 
interaction interface with the person. This is a debatable question, 
which depends on each user, and which competes with cheaper options 
such as a tablet or conversational assistants. Some studies do show 
that the robot has advantages over tablets or smartphones (Hammer 
et al., 2017; Deublein and Lugrin, 2020). The fact is that it is an 
animated entity, which can move around the environment, zoom in 
or out depending on the moment, be equipped with specific sensors, 
proactively engage people in social interactions, and facilitate these 
interactions with a multimodal approach (voice, touchscreen). In short, 
the difference between IoT and IoRT is that, in the latter, the system 
includes devices, robots, that not only act in the real physical world, 
but move through it and interact with people more closely than other 
devices could. Because of this, robots have been incorporated into many 
AAL proposals (Angulo et al., 2015; Coradeschi et al., 2014; Wengefeld 
et al., 2022). Another element that can be incorporated into the AAL 
environment is the virtual caregiver (VC) (Luperto et al., 2022). Their 
mission is to provide higher level reasoning skills, with the aim of 
detecting, for example, anomalies in the person’s daily behaviour. In 
a typical deployment, this capability is placed in the cloud, addressing 
techniques that may include scheduling, spatio-temporal reasoning, or 
time series analysis (Vuono et al., 2018; Luperto et al., 2022).

The described scheme for AAL combines IoT and robotics, as well 
as Artificial Intelligence or Machine Learning techniques, which are 
necessary for the processing carried out on these elements and the 
design of the VC. In addition, mechanisms will be needed to allow 
them to transmit to or receive data from software agents implemented 
on different platforms. Although current devices try to be designed to 
communicate with any other, creating a network of interconnected ele-
ments, the lack of a standard and the continuous emergence of designs 
that seek to differentiate themselves from the rest with new protocols, 
makes that one of the challenges facing the design of an IoRT ecosystem 
is that of interoperability. Parallel to this is the problem of determining 
what information needs to be passed from one element to another for 
the system to generate the best response. To solve both issues, many 
proposals use widespread protocols (Naik, 2017; Luperto et al., 2022), 
such as MQTT (Message Queuing Telemetry Transport), to connect the 
elements of the ecosystem. In this framework, the knowledge that the 
higher-level components have of the context is limited, conditioned 
by the specific topics to which they subscribe. These components are 
also located in the cloud, which, in principle, ensures scalability in 
2

terms of computational and storage resources. However, this worsens 
response times and makes it necessary to improve security protocols 
as critical information leaves the local framework. This paper proposes 
an IoRT implementation for AAL. The IoT environment makes it pos-
sible to track a person’s movement at home and monitor certain vital 
parameters. The robot integrated into the ecosystem has the hardware 
and software resources to move autonomously in the environment and 
interact with the person. The VC, which determines the behaviour of 
the IoT system and robot, is encapsulated in a collection of Behaviour 
Trees, from which the one to be executed is selected using a self-
adaptation system that responds to changes in the context. The main 
novelty in our proposal is that all software agents, whether embedded 
in the robot, the IoT environment or as part of the VC, manage a unique 
knowledge representation. This representation, or working memory, 
does not exist as a single instance of a data structure accessed by the 
agents but as a set of local replicas owned by them that interchange 
messages every time a change is locally made to one of the copies. 
The synchronisation of these replicas is based on the use of Delta 
Conflict-free Replicated Data Type (𝛿-CRDT) (Almeida et al., 2018; 
Bustos et al., 2021) to guarantee consistency and of a publish/subscribe 
DDS middleware based on the RTPS (Real-Time Publish–Subscribe) 
protocol (Bustos et al., 2021). The main advantage of this approach 
is that the higher-level components have access to all the knowledge 
generated by the perceptual components, regardless of their location in 
the ecosystem. Additionally, they can use an agreed naming system for 
all concepts and instances represented in the working memory. Thus, 
for instance, the objects detected by the IoT system or the last detected 
position of the person are immediately accessible to the components 
running on the robot. In addition, the whole architecture adopts a very 
horizontal structure, and deliberate behaviour does not take full control 
without allowing more reactive behaviour to be executed when the 
context determines it is needed.

1.1. Contributions

In classic hierarchical architectures for IoRT, knowledge represen-
tation is distributed between layers, complicating the integration of 
software agents as they must decide in which particular layer they 
are placed and how to interact with agents that may be in another 
layer (Sayeed et al., 2022). In these situations, it is complex to decide 
what specific knowledge should be shared between layers (e.g. what 
topics publish in a MQTT-based approach). The behaviour of the frame-
work is typically organised into services. However, when it is decided 
to run a certain service, all resources (computational, sensors, and 
actuators) become controlled by this service. The occurrence of a 
priority situation is then not detected (unless the service in question 
considers this to be the case). In our proposal, the knowledge is encoded 
as a single blackboard whose replicas are managed by all software 
agents present in the AAL (whether they are part of the robot, the IoT, 
or the VC). In this inner model, geometric and symbolic elements are 
integrated into a directional graph. The updating of the graph by the 
whole set of software agents will cause subgraphs (semantic relations) 
to appear. These relations automatically trigger reactive or deliberate 
action by other software agents. The main contributions of this work 
are

• The whole AAL framework is encoded following the guidelines 
of the CORTEX software cognitive architecture (Bustos et al., 
2019). CORTEX is a mature approach based on the fundamen-
tal principle that any software agent added to it must inter-
act with all other agents through updates in a shared runtime 
model (Romero-Garcés et al., 2022).

• The runtime model storing the knowledge is distributed, and each 
software agent manages a local replica of this model. Consistency 
of the copies is guaranteed using the 𝛿-CRDT type (Almeida 
et al., 2018). Knowledge transfer is managed using a publish/sub-
scribe DDS middleware based on the RTPS (Real-Time Publish–
Subscribe) protocol.
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• The proposed solution is able to address the challenge of inter-
operability in the deeply multi-platform framework of an IoRT 
solution. In the use cases proposed in this paper, we show how 
our proposal facilitates the integration of software agents devel-
oped in micro-ROS (with FreeRTOS), ROS 2, RoboComp or Mira, 
deployed using wired or wireless protocols.

• The deployment of the proposed complete system in a small flat 
is evaluated with use case examples co-designed with care pro-
fessionals. The VC is responsible for determining the behaviour 
of the whole framework. A self-adaptation software agent is pro-
posed to commutate between behaviours. Each specific behaviour 
is encoded as a Behaviour Tree (Romero-Garcés et al., 2022).

1.2. Organisation of the paper

The rest of the article is organised as follows: Section 2 briefly 
introduces the problem of interoperability, an issue that continues 
to emerge as IoT ecosystems continue to integrate new sensors or 
devices without specific standards being defined. In addition, this 
Section briefly introduces the typical organisation in layers of software 
architectures for IoRT-based AAL and discusses the functionalities that 
the robot can provide when deployed in such a system. The distributed 
runtime model employed for managing the shared knowledge and 
guaranteeing consistency is described in Section 3. Section 4 illustrates 
the instantiation of our solution for AAL. This section emphasises how 
CORTEX eases the integration of different technologies and protocols. 
Section 5 present a pair of simple use cases in which the IoRT system 
makes use of the robot as a natural interaction element. It also provides 
a brief analysis of representative quantitative metrics that allow for 
assessing the performance of the proposed system. Section 6 discusses 
several key aspects of the proposal and provides insights into current 
and further related research. Finally, Section 7 concludes the paper.

2. Related work

2.1. The multi-platform challenge

AAL technologies cover a wide variety of platforms that are in use 
in a wide range of contexts. If we focus the application framework 
on the care of the elderly, the active ageing paradigm sets the key 
objectives for these technologies at monitoring, communication, and 
therapy (Anon, 2023a). Within a framework of prevention rather than 
continuous action, monitoring the elderly person at home allows pro-
fessionals to assess the person’s condition and its evolution over time, 
and greatly reduces reaction times in case of emergency. The most 
immediate way to monitor the state of a person living at home is 
to deploy sensors there. The devices can be wired or wirelessly net-
worked and, depending on the computing power required, are usually 
microcontrollers or single-board microprocessors. By incorporating the 
robot into the AAL ecosystem, we can improve this monitoring (Anon, 
2015; Slavisa et al., 2022). On the one hand, the robot acts as a 
mobile sensor station. On the other hand, the robot can also talk to 
the person, thus obtaining data that the sensors cannot capture. These 
interaction capabilities also allow the robot to act as an interface for the 
person to communicate with family and friends, as well as with external 
experts or caregivers. By incorporating the robot, the repertoire of 
functionalities provided by the AAL ecosystem is increased (Slavisa 
et al., 2022): The robot can be used for therapeutic purposes, to manage 
rehabilitation through serious games, or to capture comprehensive 
geriatric assessment (CGA) data. To address these issues, the robot 
often receives computational support from an external server so that 
the ecosystem can incorporate new frameworks. In the work of (Vuono 
et al., 2018), this external support is provided by the so-called virtual 
caregiver (VC). In their proposal, this VC is the responsible of (i) 
analysing the data provided by an IoT system and an Activity Centre, 
accessible through a tablet (the so-called Community-Based Activity 
3

Center (CBAC)); and (ii) generating suggestions to the users with the 
aim of improving their quality of life (activities, games...). The VC 
is located in the cloud and is powered by MQTT, through specific 
topics (Luperto et al., 2022). The end result is that the IoRT environ-
ment deployed for AAL typically includes IoT and autonomous robots, 
but also intelligent connectivity, distributed and federated edge/cloud 
computing, and Artificial Intelligence (AI). In some cases, it may also 
consider digital twins (DT), distributed ledger technologies (DLT), vir-
tual/augmented reality (VR/AR) and swarm technologies. Clearly, it 
has a strong cross-platform nature, which requires complex software 
architectures to cope with it (Modoni et al., 2017).

Consequently, the implementation of an IoRT-based AAL ecosys-
tem faces many scientific and technical challenges (Modoni et al., 
2017; Papadopoulos et al., 2020). One of these relevant issues is 
the lack of interoperability between the various elements involved. 
This problem can result in significant data captured by some sensors 
not being taken into account in the analysis carried out by certain 
algorithms. In short, although the data are captured, they are not 
incorporated into the knowledge that the system stores and manages 
of the entire context. The problem is due both to the existence of 
different communication interfaces (as devices are diverse in hardware, 
operating system, or programming language) and to the need to define 
a knowledge representation mechanism that integrates all sources of 
information, regardless of the formats they use. Some frameworks 
employ standard platforms such as universAAL,1 ECHONET Lite,2 and 
Matter (Singh, 2023). UniversAAL is an EU-FP7 project launched in 
2010. The ECHONET Consortium includes more than 200 Japanese 
companies. Matter was released in 2022 by the Connectivity Standards 
Alliance (CSA). It uses the Zigbee Cluster Library as the application pro-
file. [Moreover], integration efforts among protocols/platforms have 
been carried out to improve interoperatibility. For instance, the CSA 
affirms that currently there are available more than 150 certified Matter 
bridges. It can also include robotics platforms: the SwitchBot Floor 
Cleaning Robot S20 Pro is the first Matter certified robot vacuum,3.

The design of a bridge between two platforms can be a complex 
challenge, especially when the problem is approached as one of inte-
grating devices using one protocol into a different ecosystem (Pham 
et al., 2024). By not specifying encryption primitives, ECHONET Lite 
offers a plug-and-play mechanism that allows devices to join its net-
work without the need for additional configuration steps.4 The scheme 
is based on the device having a Network Address, which provides a 
unique identification for the node, and the Profile Object, which serves 
as the entry point for interacting with the device. The [functionality of 
the device] is specified as one or more Device Objects. Another option 
for integration is to maintain networks that internally use different 
protocols and define bridges that allow each network’s knowledge of 
the context to be moved. In the proposal by Bui et al. (Bui and Chong, 
2018), a Pepper robot is integrated into an ECHONET-based smart 
house. Additional home applications and user interfaces are also added. 
To solve the integration issue, universAAL nodes and middleware are 
employed for bridging. Thus, the Robot Controller, Home Gateway, and 
the Cloud Server install a universAAL middleware module (Fig.  1(Left). 
Each element in the AAL ecosystem provides specific functionalities. 
The reason for using universAAL is that it can run on different operating 
systems and support different communication protocols. In the proposal 
by Luperto et al. (2022), the challenge of communicating the IoT, robot, 
and VC of an AAL ecosystem is addressed using MQTT. The scheme is 
illustrated in Fig.  1 (Right). Each component of the framework main-
tains its own knowledge representation, being the relevant information 
transferred using MQTT messages. This scheme is very popular for IoT 
systems, with known advantages and disadvantages (Naik, 2017).

1 https://www.universaal.info/
2 https://echonet.jp/
3 https://vacuumwars.com/switchbot-reveals-k20-pro-the-multitasking-

robot-and-s20-pro/ Accessed on 25 February 2025
4 https://echonet.jp/

https://www.universaal.info/
https://echonet.jp/
https://vacuumwars.com/switchbot-reveals-k20-pro-the-multitasking-robot-and-s20-pro/
https://vacuumwars.com/switchbot-reveals-k20-pro-the-multitasking-robot-and-s20-pro/
https://echonet.jp/
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Fig. 1. (Left) Integration of a Pepper robot into the iHouse (Bui and Chong, 2018); and (right) AAL scheme proposed in the Movecare EU project (Luperto et al., 2022) (see text 
for details).
2.2. Organisation and architectures for IoRT-based AAL

The previous section has outlined how software architectures try 
to address the multi-platform problem. From a more generic perspec-
tive, an IoRT system is organised in a five-layer hierarchical struc-
ture (Sandhu et al., 2024) (Fig.  2). The physical layer contains the 
sensors and actuators, as well as the hardware of the robot itself. The 
goal of this layer is to connect the physical world to the digital world 
by converting physical signals into signals that are intelligible to the 
algorithms and procedures of the higher layers. The Data link and 
Network layers are responsible for converting the captured data and 
managing the transmission of data between devices, respectively. Both 
layers use control and communication protocols for data transfer. The 
transfer is completed at the Transport layer, which is also responsible 
for functions such as error control, data flow control and user interface. 

Finally, the data obtained is used by the Application layer to present 
the processed information to users and caregivers. The data are pro-
cessed and transmitted to a central server that controls the intervention 
mechanisms to provide assistance in real time, using robots if necessary.

This scheme, which is replicated in IoRT systems (Vermesan et al., 
2020), has the disadvantage of keeping decision making far away from 
the Physical layer, so that any problems in the communication channel 
delay the intervention. In previous work using CORTEX (Calderita 
et al., 2014), between the Physical layer and the Network layer, there 
is an action layer, which allows the robot to be more autonomous 
in its behaviour and to help the person. These are actions that allow 
the robot to behave in a deliberative and/or reactive manner, but 
always bounded by a codified protocol designed in collaboration with 
the medical experts. The Application layer still exists, both to present 
the information to the user and to host high-level data processing and 
decision-making algorithms. This proposal follows this scheme of work, 
but addresses an optimised implementation of knowledge management, 
necessary to work with a distributed IoRT ecosystem, which includes 
more hardware and software processing elements.

2.3. Expected services of IoRT in AAL

Robots adequately integrated in AAL environments can significantly 
increase the amount of services provided by these environments (Rasch 
et al., 2019). More than ten years ago, the GiraffPlus project (Corade-
schi et al., 2014) already proposed to equip the person’s environment 
4

with a network of sensors to monitor her condition. The robot can 
communicate with relatives or friends in case certain states are detected 
in the person (nervousness, anxiety...). The main limitation of this robot 
is that it is teleoperated. Filling the communication gap between users, 
relatives and caregivers is also the aim of other projects (Wengefeld 
et al., 2022) and recent commercial solutions (Anon, 2023b), where 
a robot is used as a communication interface. Moreover, a robot able 
to communicate with the user can also remind her to take medi-
cation (Linner et al., 2015), provide information and stimulation to 
perform everyday activities (Meyer and Fricke, 2020; Embarak et al., 
2021), or announce upcoming events (Iglesias et al., 2024). Unlike 
other solutions, the robot can look for the user around the environment 
when an incoming call comes in and accompany her in her daily 
activities while the call is being made. This means that relatives who 
live far away can use a smart remote control to keep an eye on 
things in the house or use telepresence to assist them with certain 
activities (Anon, 2023b). In Bui and Chong (2018), the user commu-
nicate with a robot to control devices in the smart home. The proposal 
employs an ECHONET standard home network that integrates the robot 
and the environment sensors and actuators. Human activity recognition 
(HAR) is a crucial task for an AAL ecosystem. The sensors mounted on 
the robot may be useful to improve the HAR but, at the same time, 
it may be that the HAR, carried out by the IoT sensors, allows the 
robot to improve its interaction with the user (Karim et al., 2024a). 
Thus, the use of smart clothing and Deep Learning emerges as an 
alternative to recognise human activity instantly and accurately (Nyan-
garesi and Shanshool, 2024). The data provided by devices embedded 
in the body area of the person should be able to be integrated into 
the knowledge model managed by the IoRT system in the same way 
as static sensors do. The RiSH proposal (Do et al., 2018) addresses 
human body activity detection using static sensors and those embedded 
in the robot. Proposed applications are human position tracking and 
human activity monitoring. The recognition of activities, normal or 
abnormal, is also the service provided by the AAL environment and 
the robot in Mojarad et al. (2023)’s work. The proposed framework 
includes long-term memory models (LSTM) and reasoning based on 
Probabilistic Answer Set Programming (PASP). The camera that can be 
carried by the robot can be used as the basis for carrying out HAR. 
In the HADE architecture (Karim et al., 2024b), the proposed models 
are built on a dataset of images captured mainly from smartphone 
cameras. The system obtains a very relevant accuracy at the cost of 
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Fig. 2. Typical organisation in layers of an IoRT-based AAL.
using an NVIDIA Tesla V100 GPU. In case this GPU cannot be easily 
integrated into the robot (e.g. because of its high power consumption), 
the system could deploy this device outside the robot. The robot would 
send the images for processing in the IoT environment. Fall detection 
is also a very relevant functionality for AAL environments (Antonello 
et al., 2017). Solutions implemented in AAL typically employ cameras, 
accelerometers, or fuse data from different sources. For example, Jiang 
et al. (2024) use an infrared array sensor, Liu (2023) fuses information 
from infrared sensors and accelerometers, or Rodrigues et al. (2023) 
use ultra-wide band (UWB) technology and inertial measurement unit 
(IMU) data. In all cases, deep learning algorithms are used to implement 
the detection process. The use of a robot allows for a fast initial 
check on the person’s condition and immediate communication with 
caregivers or emergency services. Commercial solutions addressing this 
functionality are already available on the market (Anon, 2023b). In 
other proposals, the robot acts as a virtual therapist for physical or 
cognitive follow-up activities (Soldatos et al., 2021; Calderita et al., 
2020). Other functionalities are meal assistance (Hanheide et al., 2017) 
or transport items within the home (as the Turtlebot robot deployed in 
the RmR AAL ecosystem (Linner et al., 2015)). In the ALMI project, 
the TIAGo robot uses both its speech interaction for voice instructions 
and its object manipulation capabilities to help a user with mild motor 
and cognitive impairments to prepare a meal. Speech interaction is also 
the main functionality deployed by the robot in the proposal by Gulzar 
et al. (2023).

Calderita et al. (2020) propose the use of CORTEX (Bustos et al., 
2019) to build the software architecture that controls the entire AAL 
ecosystem. This implementation defines services that, like the human–
robot interaction service or the social navigation service, handle their 
own internal representations, annotating more limited knowledge in 
the shared knowledge representation. Decision-making is carried out 
outside the robot. This paper describes a similar scenario, where COR-
TEX is adopted as the software architecture of the entire IoRT ecosys-
tem. However, in our implementation, the software agents are more 
atomic, and handle knowledge that is annotated in a distributed, shared 
representation. The goal is to achieve the fastest possible response to 
5

any change in the context. As described in Section 3, the runtime model 
has been modified to improve its management by the set of software 
agents. The AAL is organised as a distributed system, with elements 
managing local copies of this knowledge model, whose consistency is 
ensured by Delta Conflict-free Replicated Data Type (𝛿-CRDT).

3. Using CRDT for maintaining knowledge consistency

Fig.  3 shows the proposed scheme for integrating the different 
elements that make up the AAL ecosystem. The scheme has some 
similarities with the EU Movecare project (Luperto et al., 2022), but, 
in our case, the knowledge representation is unique and shared by all 
elements in the AAL ecosystem. The AAL is organised as a distributed 
system, with elements managing local copies of the representation, 
whose consistency is ensured by CRDT. Although, as shown in Fig.  1 
(right), both schemes could be the same (substituting the information 
transfer mechanism, MQTT for DDS), in the Movecare case it is not in-
tended that the knowledge representation is unique, creating (through 
MQTT messages) a higher level representation that is shared (although 
not the only one for all elements). In our case, the aim is for the 
representation to be unique. If the background to this scheme is sought, 
it replicates, in an AAL ecosystem, the guidelines that characterise the 
CORTEX cognitive architecture proposal (Bustos et al., 2019; Marfil 
et al., 2020).

CORTEX is a multi-agent architecture designed to facilitate the 
creation of information flows between different types of memories and 
modules (Bustos et al., 2019). These flows are pumped in and out by 
software agents responsible for different tasks, reactive or deliberative, 
and of different granularity (from sensors that measure heart rate to 
those that make decisions using automatic planning). In CORTEX, all 
agents are connected to a working memory  , the so-called Deep State 
Representation (DSR). Software agents must edit the DSR to create and 
maintain an updated context that is accessible to the rest of the agents. 
The DSR is the only way for agents to communicate with each other. 
This forces the knowledge present in the DSR to reflect what the robot 
knows about the environment, its own state, or the tasks in progress, as 
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Fig. 3. AAL scheme based on CORTEX (see text for details).

perceived by the agents. The amount of context in the DSR at any time 
is controlled at this time by the software agents. Restricting inter-agent 
communication to changes in the DSR keeps the architecture simpler. It 
avoids inter-agent flows that can introduce unwanted side effects that 
are difficult to detect and debug. As all agents keep an updated copy of 
the DSR, all are promptly informed of changes in the broader context 
and can properly react to them (Bustos et al., 2019; Marfil et al., 2020).

The following sections present the structure of the DSR and how its 
synchronisation is managed in a distributed framework.

3.1. The deep state representation

As mentioned above, the working memory, DSR, is at the core of 
CORTEX and represents the current state, which the software agents 
use to create the AAL’s behaviour. This representation is a distributed, 
directed, multi-labelled graph, which acts as a runtime model (Romero-
Garcés et al., 2022). The graph vertices are elements of a predefined 
ontology, including raw sensor data, and the edges can encode prob-
abilistic geometric transformations and constraints, logic predicates or 
meaning postulates. Thus, for example, the graph could maintain the 
robot’s position with respect to the current room and all elements 
relevant to an ongoing interaction with a person. Both vertices and 
edges can store a list of attributes of a predefined type. Relative 
probabilistic poses between vertices are represented as rotation and 
translation vectors with their covariance. Fig.  4 shows a simple exam-
ple. The person and robot vertices are geometrical entities, both linked 
to the world (a specific anchor providing the origin of coordinates) 
by a rigid transformation. But, at the same time that the geometrical 
relationship between both vertices (𝑅𝑇 −1 × 𝑅𝑇 ′) can be computed, 
the robot is interacting with the person. Furthermore, an agent can 
annotate that currently the robot is _not speaking. Edges represent 
relationships among symbols. As the figure shows, two symbols may 
have several types of relationships. The overall representation of the 
geometric relations among the vertices must follow a kinematic tree 
structure, where each element has a unique parent and relative pose 
6

between both. This decision was made to facilitate the computation of 
coordinate frame transformations among distant vertices in the tree.

To mathematically express the structure of the DSR, we will use 
the concept of quiver. A quiver is a quadruple consisting of a set 𝑉
of vertices, a set 𝐸 of edges, and two maps 𝑠, 𝑟 ∶ 𝐸 → 𝑉 . These maps 
associate with each edge 𝑒 ∈ 𝐸 its starting 𝐮 = 𝑠(𝑒) and ending vertex 
𝐯 = 𝑟(𝑒). For simplicity, we can denote by 𝑒 = 𝐮𝐯 ∶ 𝐮 → 𝐯 an edge with 
𝐮 = 𝑠(𝑒) and 𝐯 = 𝑟(𝑒). In a quiver, a path of length 𝑚 is a finite sequence 
{𝑒1,… , 𝑒𝑚} of edges such that 𝑟(𝑒𝑘) = 𝑠(𝑒𝑘+1) for 𝑘 = 1...𝑚−1. A path of 
length 𝑚 ≥ 1 is called cycle if 𝑠(𝑒1) and 𝑟(𝑒𝑚) coincide.

Using this notation, the DSR can be described as the union of two 
quivers (Bustos et al., 2019). One of these quivers is associated with 
the symbolic part of representation, 𝛤𝑠 = (𝑉 ,𝐸𝑠, 𝑠𝑠, 𝑟𝑠), while the other 
is associated with the geometrical relationships, 𝛤𝑔 = (𝑉𝑔 , 𝐸𝑔 , 𝑠𝑔 , 𝑟𝑔). 
Significantly, within 𝛤𝑠 there are no cycles of length one. That is, there 
are no loops. Moreover, given a symbolic edge 𝑒 = 𝐮𝐯 ∈ 𝐸𝑠, we cannot 
infer the inverse 𝑒−1 = 𝐯𝐮. Finally, a symbolic edge 𝑒 = 𝐮𝐯 ∈ 𝐸𝑠
can store multiple values. On the other hand, the quiver 𝛤𝑔 defines a 
directed rooted tree or rooted tree quiver (Katter and Mahrt, 2014). 
Within 𝛤𝑔 there are no cycles (acyclic quiver), and any two vertices 
𝐮, 𝐯 ∈ 𝑉𝑔 can be connected by a unique simple path. For each geometric 
edge 𝑒 = 𝐮𝐯 = 𝑅𝑇 , we can define the inverse of 𝑒 as 𝑒−1 = 𝐯𝐮 = 𝑅𝑇 −1. 
The kinematic chain 𝐶(𝐮, 𝐯) is defined as the path between the vertices 
𝐮 and 𝐯. The equivalent transformation 𝑅𝑇  of 𝐶(𝐮, 𝐯) can be computed 
by multiplying all 𝑅𝑇  transformations associated with the edges on the 
paths from vertices 𝐮 and 𝐯 to their closest common ancestor 𝐰. Note 
that the values from 𝐮 to the common ancestor 𝐰 will be obtained 
by multiplying the inverse transformations. Removing the no-cycles 
restriction in 𝛤𝑠 would delve into a more complex mechanism to obtain 
point-to-point coordinate transformations, where multiple paths would 
be possible for each query, and the user would have to select which 
one to choose.

In Fig.  4, the creation and updating of the edges denoting a relative 
pose 𝑅𝑇  or a logical relation (in, interacting) is done by the agents. 
This is the typical scheme for updating the DSR graph. However, some 
of the knowledge used by the software agents or stored in the DSR 
is provided a priori. For instance, this is the case of the metric map 
of the environment in which the IoRT ecosystem is deployed and 
used by the navigation stack. This map is read from a file when the 
Navigation agent is started and could then be propagated to the others 
on demand. Vertices representing a room (e.g., the bedroom one in 
Fig.  4) are defined a priori from this metric map, shaping a topological 
map created offline using a SLAM algorithm and manual editing. These 
vertices are linked to the world vertex through in edges. The dynamic 
relation of the robot with its represented space is updated by the agent 
that tracks its localisation in the world frame. When the robot enters or 
leaves a room, the corresponding edge is updated, and all other agents 
receive the modification.

3.2. Guaranteeing the consistency of a distributed DSR

The overview of the AAL ecosystem described in Section 4 illustrates 
the complexity that CORTEX can handle, with blocks that, in the 
actual implementation, can be software stacks composed by different 
components. All agents contribute from their functional domains to 
maintain an updated representation in the working memory (DSR), 
which makes data access a potential problem. The DSR is a distributed 
data structure designed as a three-layered architecture. Fig.  5 shows 
a schematic representation of the main elements. The first layer uses 
a publish/subscribe DDS middleware based on the RTPS (Real-Time 
Publish–Subscribe) protocol and configured to use UDP (User Datagram 
Protocol) reliable multicast (Bustos et al., 2021). The second layer 
implements a series of conflict-free replicated data types (CRDTs) that 
guarantee eventual consistency among the replicas managed by the set 
of agents. Specifically, we have used the 𝛿-CRDT (Almeida et al., 2018). 
The third layer provides a user-level API to facilitate the coding of 



J. Galeas, A. Tudela, Ó. Pons et al. Computer Vision and Image Understanding 259 (2025) 104437
Fig. 4. Unified representation as a multi-labelled directed graph. Edges labelled as interacting and is _not denote logic predicates between vertices and they belong to 𝛤𝑠. Edges 
starting at world and ending at person and robot are geometric and they encodes a rigid transformation (𝑅𝑇 ′ and 𝑅𝑇  respectively) between them. Geometric transformations 
can be chained or inverted to compute changes in coordinate systems.
Fig. 5. Layered design of the working memory DSR.
new agents, giving them transparent access to the graph. Based on this 
design, the working memory does not exist as a single instance of a data 
structure accessed by the agents but as a set of local copies owned by 
them that interchange messages every time a change is locally made to 
one of the copies. This idea has several implications. First, access to the 
local copy of the graph is as fast as protected access to memory. Second, 
modifying the local copy, i.e., write access, implies the publishing 
through multicast of a topic containing only the part of the state that 
has changed, the so-called 𝛿-mutations (Almeida et al., 2018). The 
logic underlying the CRDT included in our library takes care of the 
publishing and subscription to this topic and the local modifications to 
the graph that restore the synchrony among all copies. Third, reliable 
multicast provides a very efficient way of propagating messages among 
agents if all are hosted on the same machine.5 Furthermore, increasing 
the number of agents does not increase the time required to propagate 

5 The option of distributing the working memory among different comput-
ers is possible, but not used since the benefits of high-speed memory access 
would be lost and there exist other means to bring information to the DSR 
from distant machines using, for instance, point to point connections.
7

each message (Bustos et al., 2021). Finally, in stark contrast to a 
centralised server approach, our distributed design allows much faster 
access to data at the expense of the less strict synchronisation guarantee 
of eventual consistency. This condition implies that if all agents stop 
writing on the graph, all copies will come to a common state after a 
finite amount of time.

As mentioned above, eventual consistency is achieved using 𝛿-
CRDTs (Almeida et al., 2018). 𝛿-CRDTs are a variant of state-based 
CRDTs in which, after executing a certain operation locally on the 
replica’s state, the complete new version of the state is not sent to the 
rest of the replicas. Instead, only incremental states (i.e. deltas) are sent 
so that changes to the local state are incorporated in the rest of the 
replicas by joining the received deltas with their own states. Deltas are 
generated by so-called 𝛿-mutators. A 𝛿-mutator is defined as a function 
𝑚𝛿 that, taking a given state 𝑋 as input, returns a 𝛿-mutation. Both 
the input and output state must belong to the join-semilattice space 𝑆
of DSR graphs. With this restriction, only six types of 𝛿-mutations are 
possible, which are presented, using a very simple DSR example, in Fig. 
6.

Fig.  6 shows these 𝛿-mutations as a transformation sequence of an 
input graph. The first of the mutations involves adding a new vertex 
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Fig. 6. The six types of 𝛿-mutations that can be applied to a DSR graph.
(e.g. a person entering room A). The 𝑎𝑑𝑑𝑉 𝑒𝑟𝑡𝑒𝑥 operation will always 
force the addition of an edge, because in the DSR every vertex 𝐮 (except 
the reference origin, marked as world) is connected to a vertex 𝐯 by 
an edge (𝐮, 𝐯). This edge (𝐮, 𝐯) cannot exist without 𝐮 in the state. 
However, as shown in the second 𝛿-mutation, it is possible to add an 
edge between two vertices that already exist in the DSR. In addition to 
vertices and edges, a third relevant set present in the DSR network is 
the attributes. These cannot be added or removed as they are inherent 
to each vertex or edge added to the graph. Therefore, they can only be 
updated. In fact, these 𝑢𝑝𝑑𝑎𝑡𝑒𝐴𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 changes, which do not modify 
the structure of the DSR network, will typically be the most frequent 
𝛿-mutations.

The fourth mutation is a 𝑟𝑒𝑚𝑜𝑣𝑒𝐸𝑑𝑔𝑒(𝐮, 𝐯) that allows the associated 
vertices, 𝐮 and 𝐯, to remain connected by a path of edges to the
world vertex. This is not the case for any 𝑟𝑒𝑚𝑜𝑣𝑒𝐸𝑑𝑔𝑒. Thus, the fifth 
mutation is a 𝑟𝑒𝑚𝑜𝑣𝑒𝐸𝑑𝑔𝑒(𝐮, 𝐯) which must be accompanied, in the 
same mutation, by an 𝑎𝑑𝑑𝐸𝑑𝑔𝑒(𝐮,𝐰) (where 𝐰 may or may not be 
distinct from 𝐯). The reason is that the vertex 𝐮 (the robot in the 
example) cannot be unconnected (through a path) to the vertex world. 
The last possible 𝛿-mutation that can be received is a 𝑟𝑒𝑚𝑜𝑣𝑒𝑉 𝑒𝑟𝑡𝑒𝑥
which, for the same reasons as the 𝑎𝑑𝑑𝑉 𝑒𝑟𝑡𝑒𝑥 𝛿-mutation, has to come 
together with a 𝑟𝑒𝑚𝑜𝑣𝑒𝐸𝑑𝑔𝑒 (as there cannot be an isolated edge in the 
graph).

From a practical point of view, the graph elements (vertices, edges 
or attributes) are organised as multi-value registers, implemented using 
dot-based causality tracking (optimised 𝛿-CRDT multivalued records
(Almeida et al., 2018)). Our implementation has been built on the basis 
of the source code provided by Carlos Baquero, Paulo Almeida and Ali 
Shoker.6 [The software implementation of the DSR is publicly available 
in a github repository.7

As discussed, the present scheme for managing a distributed runtime 
knowledge model is the core of the CORTEX software architecture. 
Each software agent will be able to work on a replica of the model, 
with the assurance that it will eventually be consistent. In the next 
Section 4, we will study both the specific CORTEX instantiation used 
to provide software support to the designed AAL environment and the 
environment and hardware used in the deployment that will be used to 
carry out the proposed use cases. 

6 https://github.com/CBaquero/delta-enabled-crdts
7 https://github.com/grupo-avispa/cortex]
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4. IoRT instantiation using the CORTEX architecture

Fig.  7 provides an overview of the CORTEX architecture instantiated 
in our AAL ecosystem. In this case, there is an IoT environment in 
which sensors are deployed, but also an actuator, an autonomous robot 
with navigation and user interaction capabilities, and a VC, in this case 
equipped with a self-adaptation system to the context, which allows 
it to modify the behaviour of the entire system. These behaviours are 
encoded in Behaviour Trees designed at design time. Obviously, the 
whole framework shown in the figure could be modified if necessary 
by adding new software agents or connecting other memories, such 
as long-term spatial memory and episodic, semantic or procedural 
memories that provide additional functionalities to the architecture.

Agents in the CORTEX architecture are linked with the DSR library 
to endow them with direct access to the distributed working memory 
through a simple C++ or Python API. Thus, each agent contributes 
knowledge to the DSR and makes it available to the other agents. As 
aforementioned, they provide a priori knowledge to the DSR in an 
initial step. In addition to metric or topological maps, the position 
of the charging station, to which the robot will autonomously go 
when its battery level recommends it, and the position of the sensors 
deployed in the IoRT environment are also known a priori. The Object 
agent can detect the objects (table, chair, bed...) from the set used 
to train a YOLO DNN network. Their positions in the environment are 
obtained using the depth plan in the RGBD camera, and their identity 
is tracked in time. The Person agent allows tracking people moving in 
rooms, as well as determining whether they are standing, sitting, or 
lying down. Both the Person agent and the Object agent are fed with 
images provided by azimuthal cameras. The positions of these cameras 
are known a priori. Other issues are also defined at design time. For 
instance, the Planner agent encodes the action in manually defined 
Behaviour Trees. Which of them is executed is a decision made by the 
Adaptation agent, depending on the evolution of the DSR itself.

In addition to the core level of connectivity with the DSR, agents 
can easily include other protocols and middleware to communicate 
with other processes that can be located anywhere. This is the basis 
of the technology presented in this paper. Some of these hybrid agents 
connect with other robotics frameworks such as ROS 2, RoboComp 
and Mira. Details of the implementation of these software agents are 
presented below, focusing on how communications are handled or on 
the functionalities they could provide. The framework illustrated in 
Fig.  7 has been instantiated in a small flat. Specific details of the 
hardware (robot, sensors) used in the specific deployment of the IoRT 
environment are also provided.

https://github.com/CBaquero/delta-enabled-crdts
https://github.com/grupo-avispa/cortex]
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Fig. 7. The CORTEX architecture.
4.1. The IoT system

The AAL environment has been deployed in a small flat, with only 
three rooms: bedroom, dining room-kitchen, and bathroom. Fig.  8 
illustrates the layout of the flat and the devices included in the IoT 
system. An Intel NUC i5 Mini PC is used to provide the computational 
resources needed to process the images from the cameras and also to 
store the software agents managing the DSR. Specifically, the devices 
in Fig.  8 are:

• The 360◦ zenithal cameras. To monitor the position of the 
person(s) and other objects in the two main rooms of the small 
flat (kitchen/dining_room and bedroom), two azimuthal cameras 
have been placed on the ceilings of these rooms. Specifically, 
the cameras used are the Panoramic Indoor Fisheye Camera with 
6MP SHD from ReoLink. Fig.  9(top) shows what this camera looks 
like. Both cameras have been connected to a router, which allows 
captured images to be made available to the software stack in 
charge of processing them.

• FMCW sensor for heart/breathing rates estimation. In order 
to monitor the person’s state of health, a frequency-modulated 
continuous wave (FMCW) radar sensor will be used to measure 
heart rate and respiratory rate data. The operation of this device 
is based on the emission of a continuous wave whose frequency is 
modulated in time. This modulation process makes it possible to 
establish a time reference. By receiving the echo of the emitted 
signal, the device can accurately estimate the movement of ob-
jects in front of the sensor. By working at very high frequencies 
(60 GHz), the device can detect very subtle movements, such as 
those associated with a beating heart. The sensor can therefore 
measure distance and radial velocity simultaneously. It is very ac-
curate, non-invasive, and does not need to be precisely aimed at a 
specific point on the person. As Fig.  8 shows, two of these sensors 
were deployed in the small flat, one under the bed in the bedroom 
and one behind the back of the sofa in the dining_room. Fig.  10 
shows the appearance of the device designed to house the FMCW 
9

sensor. Specifically, the sensor used is the MR60BHA1 from Seeed 
Studio. This sensor is connected to an ESP32C3 microcontroller, 
which includes the transceiver to connect via WiFi (MQTT) to the 
software agent that acts as a gateway to the DSR.

• Environment, PIR and magnetic sensors. To measure the most 
relevant environmental parameters (temperature, humidity and 
air quality), a board has been designed that uses the BME680 as a 
measuring element. The BM680 integrates gas, pressure, humidity 
and temperature sensors. The gas sensor can be used to assess 
indoor air quality, as it can detect a wide range of gases like 
volatile organic compounds (VOC). This device is connected via 
I2C to an ESP32-C3 microcontroller, which has a WiFi connection 
and implements MQTT to send the data to the software agent 
in charge of updating the DSR. The environment monitoring is 
complemented by a PIR sensor HC-SR501 located in the bathroom 
and magnetic sensors for monitoring the status (open/closed) of 
doors and windows. These devices are also connected, using an 
ESP32-C3 microcontroller, to the MQTT agent.

• The button panel controller. During the evaluation of this pro-
posal, and as a proposal of the focus groups organised with care 
experts and end-users (Iglesias et al., 2024; Jerez et al., 2024), the 
IoT environment has been equipped with an actuator, with large 
buttons of different colours, which allows the elderly person to 
interact with the screens present either in the living room or on 
the chest of the robot. The aim of the button panel controller is 
to support the touchscreen, addressing scenarios where prolonged 
pressure on the screen could be uncomfortable and where users 
have limited mobility. Specifically, the controller consists of three 
mechanical buttons, each with an LED indicating when it is 
ready to be pressed (Fig.  11). These buttons are connected to an 
ESP32-WROOM32 microcontroller via the board’s GPIO pins. This 
microcontroller communicates with the DSR via the 𝜇ROS agent. 
Each button is mapped to a specific screen function, making 
the interaction more intuitive and user-friendly without the need 
for prior explanation. Our tests have shown that this combined 
interface significantly improved the user experience by allowing 
remote control of on-screen tasks from a more natural position.
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Fig. 8. Schematic layout of the small flat showing the distribution of sensors.

Fig. 9. (Top) The 360◦ Panoramic Indoor Fisheye Camera with 6MP SHD from ReoLink; and (Bottom) a rectified capture of the bedroom and the associated depth map.

10
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Fig. 10. Device mounting the FMCW 60 GHz sensor (MR60BHA1) from Seeed Studio and the ESP32C3 microcontroller: (Left) 3D model generated by Kicad 8.0; (Middle) Top 
layer showing the ESP32C3; and (Right) Bottom layer showing the MR60BHA1 sensor.
Fig. 11. (Left) The outside of button panel; and (right) the inside of the button panel.
As shown in Fig.  7, the interface of this set of devices with the DSR is 
based on five agents. The InfluxDB agent provides an interface between 
the DSR and an InfluxDB database.8 [This database allows for solving 
the problem of the instantaneousness of the DSR (it would only have 
the last captured data) and to keep a history that helps in the decision-
making of a caregiver or medical professional.] For instance, the heart 
and respiratory rate data captured while the person was lying in bed 
are stored in this database. The remaining software agents are described 
below.

4.1.1. The MQTT agent
The MQTT agent is a bidirectional interface used by many of the 

sensors deployed in the IoT system. These sensors are controlled by 
microcontrollers or single-board microprocessors. The only require-
ment is a WiFi transceiver. This agent receives data using the MQTT 
messaging protocol9 and updates them in the DSR. The agent also sends 
relevant information from the DSR to the microcontroller or single 
board processor to modify its operation. The agent has been developed 
in C/C++ and has the following two parts:

• Connection with the DSR: A shared pointer is employed to con-
nect this agent to the DSR. The agent also reacts to the following 
changes in the DSR, via signals and callbacks: (1) creation of a 
new vertex, (2) modification of a vertex attribute, (3) creation of 
a new edge, (4) deletion of a vertex, (5) deletion of an edge.

• MQTT Subscriber and Publisher: This protocol is implemented 
using the PahoC++ library from the Eclipse Foundation.10 It 
connects to the Mosquitto broker as a client that subscribes to dif-
ferent topics to receive data and that publishes relevant changes 
in the DSR to notify external components.

8 https://www.influxdata.com/
9 https://mqtt.org/
10 https://eclipse.dev/paho/files/mqttdoc/MQTTAsync/html/index.html
11
The implementation of these agents allows full integration in COR-
TEX.11 In order to better describe the functionality of this MQTT agent, 
Fig.  12 shows how a particular sensor is informed to start/stop measur-
ing. The sensor in this example is the FMCW sensor, which is placed 
under the bed for estimating heart and respiratory rates. A zenithal, 
360-degree camera is also deployed in the bedroom. It captures the 
complete room and is connected to the DSR by a ROS 2 agent (the 
Person agent). Initially, the person is in the bedroom (Fig.  12a). For the 
sake of simplicity, the DSR shows that only the person, the bed, the
360 camera, and the FMCW radar sensor are in the bedroom. When 
the zenithal camera detects that the person is lying down, and that the 
person’s position coincides with that of the bed, the Person agent notes 
in its replica of the DSR that the person is _in bed (Fig.  12b). As an 
attribute of the person, lying is also noted. Both events are encoded 
as 𝛿-mutations and sent to the rest of the replicas. When the MQTT 
agent detects this situation, it publishes the message ‘OnSensor’ through 
the MQTT Control topic so that the microcontroller that manages the 
radar sensor activates it and starts taking measurements. The event 
is encoded as an attribute update in its replica of the DSR and also 
managed as a 𝛿-mutation. The average of these measurements is sent 
in the opposite direction, i.e. through an MQTT message to the agent, 
which finally updates the attributes ‘heart rate’ and ‘breath rate’ of the 
person vertex with the values received (Fig.  12c). Updates are managed 
as 𝛿-mutations. Finally, when the person gets out of bed, the Person 
agent updates the DSR (by removing an edge and updating an attribute 
vertex). Both 𝛿-mutations are sent to the rest of the replicas. When the 
replica of the DSR in the MQTT agent is updated, this agent updates the 
DSR and publishes the message ‘OffSensor’, so that the measurements 
are finished (Fig.  12d). This avoids erroneous measurements that could 
cause confusion and false alarms. The example shows that all mutations 
incorporate the information necessary to be correctly added in the rest 
of the DSR replicates.

11 https://github.com/grupo-avispa/dsr_aal

https://www.influxdata.com/
https://mqtt.org/
https://eclipse.dev/paho/files/mqttdoc/MQTTAsync/html/index.html
https://github.com/grupo-avispa/dsr_aal
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Fig. 12. Partial view of the DSR showing how it evolves when a person lies in bed (see text for details).
4.1.2. The person and object agents
To detect the objects in the rooms and also the presence of people, 

we have trained a YOLOv11 (large) model on a custom dataset consist-
ing of almost a thousand images. Specifically, our 360 cameras detect 
people, their position (sitting, standing, or lying down), and a set of 
objects (the ones presented in the small flat). Before conducting the 
detection procedure, 360 images must be rectified (Fig.  9).

The YOLO solution encloses each detected item in a bi-dimensional 
(2D) bounding-box. However, in our representation, objects and people 
are managed as three-dimensional (3D) objects. To estimate the 3D 
position of the detected entities, we compute the depth using the Depth 
Anything model (Yang et al., 2024). Detections and depth are merged, 
and the information about people is extracted and updated in the 
DSR. For addressing this pipeline, we have created a ROS 2 wrapper 
for the YOLO models, composed by a node with an image subscriber 
(original RGB image), a Detection2DArray message12 publisher, and 
a marked detections image publisher (bounding boxes drawn on the 
original RGB image). The bounding boxes associated to the detections 
are matched with a depth image obtained using our ROS 2 wrapper for 
Depth Anything model.13 The 2D-to-3D conversion is developed with a 
synchronised subscriber (for managing 2D detections and depth image 
at the same time) and a Detection3DArray message publisher.14 Infor-
mation about people is extracted from this Detection3DArray message 

12 https://github.com/ros-perception/vision_msgs/blob/ros2/vision_msgs/
msg/Detection2DArray.msg
13 https://github.com/grupo-avispa/depth_anything_v2_ros2
12
and a set of attributes are selected to be published in a custom person 
message. It can be noticed that all nodes of this perception pipeline 
have been converted to ROS 2 composable nodes and encapsulated 
under a single container. This allows for zero-copy communication, 
which saves computational resources and reduces latency (Macenski 
et al., 2023). [Source code as well as a more detailed description of this 
ROS 2 perception pipeline is stored in a publicly available repository.15

4.1.3. The micro-ROS agent
The idea of micro-ROS.16 is to integrate microcontrollers into the 

framework by deploying a micro-ROS agent on the NUC in ROS 2 and 
a micro-ROS client on the microcontroller. The API on the client is 
based on the standard ROS 2 Client Support Library (rcl) and a set 
of convenience extensions and functions (rclc). This combination is 
optimised for microcontrollers, providing the basic concepts of ROS 2, 
such as publish/subscribe, node graph, lifecycle, etc. The main targets 
of micro-ROS are mid-range 32-bits microcontroller families. Usually, 
the minimum requirements for running micro-ROS in an embedded 
platform are memory constraints. Specifically, in the deployment de-
scribed in this paper, the ESP32-WROOM32 microcontroller was used, 
combining micro-ROS and FreeRTOS functionalities. [Source code is 
available in a public github repository17

14 https://github.com/ros-perception/vision_msgs/blob/ros2/vision_msgs/
msg/Detection3DArray.msg
15 https://github.com/grupo-avispa/ros_perception_pipeline]
16 https://micro.ros.org/

https://github.com/ros-perception/vision_msgs/blob/ros2/vision_msgs/msg/Detection2DArray.msg
https://github.com/ros-perception/vision_msgs/blob/ros2/vision_msgs/msg/Detection2DArray.msg
https://github.com/grupo-avispa/depth_anything_v2_ros2
https://github.com/ros-perception/vision_msgs/blob/ros2/vision_msgs/msg/Detection3DArray.msg
https://github.com/ros-perception/vision_msgs/blob/ros2/vision_msgs/msg/Detection3DArray.msg
https://github.com/grupo-avispa/ros_perception_pipeline]
https://micro.ros.org/
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Fig. 13. The Morphia robot navigating in the small apartment.
4.2. The autonomous robot Morphia

The assistance robot used in our AAL is a Morphia from Me-
traLabs GmbH. Developed in the course of the joint research project 
MORPHIA,18 it is the result of a collaboration among the Technical 
University of Ilmenau, CIBEK Technology und Trading GmbH, SIBIS 
Institut für Sozial- und Technikforschung GmbH, the University of 
Osnabrück, AWO Alten- Jugend- und Sozialhilfe (AJS) GmbH, and 
YOUSE GmbH. Morphia is not a humanoid-looking robot, but it is 
designed to solve certain tasks that can help an elderly person living 
alone at home. For example, it has a tray that allows it to accompany 
a person using a walker and bring them a plate of food or a glass of 
drink. [It is also equipped with a tablet, which] is large enough so that 
even elderly people can interact with it without any problems.

Fig.  13 provides some snapshots of the Morphia robot in the small 
apartment where the IoRT has been deployed. The Morphia robot is 
built on the TORY differential base, also from Metralabs. Navigation 
uses a SICK s300 range laser scanner and an Intel RealSense D435i RGB-
D camera. The detection of possible impacts while navigating is solved 
with a circular bumper. The perception of the environment is built on 
the basis of three Valeo 2MP cameras and a Microsoft Azure Kinect 
RGB camera. The latter camera is also used for human interaction, for 
which a tablet and speakers are included. Image processing is carried 
out using an NVIDIA Jetson Orin AGX. The entire system is controlled 
by an Intel NUC i7.

As Fig.  7 shows, there are a multitude of software agents running 
on the robot that are connected to the DSR to control and monitor the 
robot. These agents run on ROS 2, RoboComp, or MIRA.

4.2.1. ROS 2 agents
Most of the agents running on the robot have been developed using 

ROS 2. For its design, a package has been created that facilitates 
the generation of these agents, characterised by their integration into 
CORTEX by using a local copy of the DSR. Specifically, the software 
agents running on the Morphia robot are:

• Docking Agent: Responsible for carrying out the docking of the 
robot at the charging station.

17 https://github.com/grupo-avispa/infrared_uros]
18 https://www.morphia-projekt.de/
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• Navigation Agent: Facilitates the execution of navigation com-
mands from the DSR.

• Person Agent: Publishes data on detected people within the DSR.
• Semantic Goals Agent: Invoke semantic goal actions in the DSR 
to retrieve random goals from a specified region of interest.

• TF Agent: Publishes the transformation tree as vertices in the 
DSR, providing a visual representation of transformations across 
different reference frames in the CORTEX environment.

• Battery Agent: Publishes all information related to the battery 
(percentage, voltage, temperature, etc.) as attributes belonging 
to the robot vertex of the DSR. This agent receives this data by 
subscribing to MIRA software topics.

A brief description and the implementation of these software agents is 
available in a public GitHub repository.19

4.2.2. The speech agent
This agent manages the software that allows the robot to communi-

cate by voice with end users. It takes the text messages that are written 
down in the DSR and converts them into voice and plays them back 
using Pico TTS.20 This system has two distinct parts:

• Text-to-Audio: The system generates speech audio from text us-
ing pico2wave. This utility is a lightweight tool designed to 
generate speech efficiently, especially on systems with limited 
resources. As part of the SVOX Pico TTS system, it supports 
multiple languages and converts text input into audio files in an 
uncompressed WAV format. Its strengths are simplicity and speed.

• Play audio: To process and play audio, the play command is 
used. This is a command-line utility from the Sox (Sound eX-
change) suite, designed to play and process audio files. It supports 
a wide variety of audio file formats and provides numerous 
audio effects, making it a versatile tool for sound playback and 
manipulation.

A typical example of execution that combines both parts is:
pico2wave -l es-ES -w ‘‘<filename>’’ ‘‘<text>’’ && 

play -qV2 ‘‘<filename>’’ treble 18 gain -l <volume> 

19 https://github.com/grupo-avispa/dsr_ros/tree/main/dsr_agents
20 https://github.com/ihuguet/picotts

https://github.com/grupo-avispa/infrared_uros]
https://www.morphia-projekt.de/
https://github.com/grupo-avispa/dsr_ros/tree/main/dsr_agents
https://github.com/ihuguet/picotts
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This command uses pico2wave to synthesise speech from the 
given text and save it to a WAV file, and then plays the audio using
play, applying treble enhancement and volume adjustment. It can be 
customised with different languages and parameters as needed. The 
Speech agent is publicly available in a github repository.21

4.2.3. The WebServer agent
The WebServer agent is responsible for the interconnection between 

the graphical user interfaces (GUI) that appear on the robot’s screen 
and the DSR. It should be noted that the control of these interfaces is 
carried out either through the touch panel of the screen itself or through 
the button panel described above. Therefore, this agent allows both the 
touch screen (external or attached to the robot) and the external button 
panel to communicate with the DSR.

The agent is based on the WebSockets communication protocol. This 
protocol provides full-duplex (bidirectional) communication channels 
over a single TCP connection. It is designed for bidirectional, real-time 
data transfer between a client (usually a web browser) and a server, 
allowing both parties to send and receive messages independently and 
simultaneously.22 The programming of this agent has been done in 
C/C++23 and is used in two different ways, listening and writing:

• Listening from DSR: To make the GUI as useful as possible (show-
ing, for example, the status of the task the robot is executing), 
certain changes in the DSR cause changes in the graphical inter-
face. This agent is responsible for communicating this change to 
the display (either the one carried by the robot or an external 
one), so that the interface can update subtitles or images, or 
completely change the interface to a more appropriate one.

• Writing to the DSR: Using the touch buttons on the GUI (or 
wireless buttons on the button panel), the user can answer certain 
questions or express preferences or needs. This agent converts 
these suggestions into changes in the DSR. These changes can 
range from updates to the person’s attributes (if the robot asks 
how he/she is) to changes in the robot’s behaviour (executing an 
exogenous use case when a button is pressed).

As an example of how this agent works, we can describe how the robot 
allows a user to select their lunch menu. While the robot is interacting 
with the person, when the planner proposes that this is the moment 
to ask the user what he/she wants to have for lunch, it does so by 
setting the show option as the action to be executed by the robot, and 
indicating the GUI to be shown as an attribute. The show option wakes 
up the WebServer agent and, in Listening mode, manages the control of 
what to show to the person (in this case the menu options). In Writing 
mode, the agent waits for the user’s response, which can come from 
the touch screen or the button panel. Finally, when the user chooses the 
desired option, the client sends a message to the agent with the options, 
and the agent updates the DSR with an attribute of the person who 
saves what he/she want for lunch. Both modes, Listening and Writing, 
can be active simultaneously.

4.3. The virtual caregiver

The data collected in the DSR allows all actors to have an estimate 
of the context external and internal to the robot. This information can 
cause a particular agent, reactive or deliberate, to act (Marfil et al., 
2020) (e.g., by annotating a certain text, the Speech agent plays it 
as audio). In the deployment described in this article, the two agents 
responsible for determining, at a high level, the task to be solved by 
the AAL environment have been grouped as Virtual Caregiver. The 
first of these agents integrates a context-aware self-adaptation system, 

21 https://github.com/grupo-avispa/dsr_aal
22 https://websockets.spec.whatwg.org/
23 https://github.com/grupo-avispa/dsr_aal
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responsible for determining the behaviour of the system. The second 
agent is responsible for executing the selected behaviour. More details 
on both agents are provided below. Source code of this framework is 
publicly available.24

4.3.1. The adaptation agent
This agent is in charge of selecting the use case that should be ac-

tive. To determine the optimal course of action for the remaining cases, 
we employ a method inspired by preference-based learning (Fürnkranz 
and Hüllermeier, 2003). This area of machine learning emphasises 
classifying items based on preference data, often gathered from domain 
experts. In our approach, we collect input on use case preferences 
from individuals involved in robot development as well as staff from 
retirement homes (Iglesias et al., 2024). This data is used to train 
multiple classifiers that assign scores to each use case. The scores 
are then utilised to generate a ranked list, prioritising use cases from 
the highest to the lowest score. This agent is implemented using the 
RoboComp framework.

In the use cases illustrated in Section 5, the adaptation agent first 
evaluates whether the robot has sufficient battery power to tackle the 
tasks. If the battery level is deemed adequate, it checks the use cases 
with the highest priority values. For example, in the current version 
of our system, these are Person fall and Follow. If neither of these 
cases is selected, preference learning is applied. Our preference learning 
algorithm takes users’ information into account to select the best use 
case for them (the Explore task is the default). However, this use case 
may not be active due to the time of day or the current location of the 
robot. An example of the smart use case switching algorithm is shown 
in Fig.  14.

4.3.2. The planner agent
The planner agent is a software agent that loads and executes 

Behaviour Trees (BTs) to handle various use cases, selected dynam-
ically by the Adaptation agent as previously explained. Built on Be-
haviorTree.CPP,25 it enables modular, asynchronous, and reactive be-
haviour execution. One of the key advantages is its support for asyn-
chronous execution, where actions are non-blocking by default. This 
makes it possible to run multiple tasks concurrently without unnec-
essary delays, improving real-time applications. The Behaviour trees 
are defined using a Domain-Specific Language (DSL) based on XML, 
which allows for runtime loading and modification. [To create, edit and 
visualise behaviour trees we use Groot as tool.26 Also, some examples 
of XML files and how to upload them are shown in their official 
repository.27

5. Experimental results

The performance of the proposed architecture has been tested in 
the small living lab described in Section 4.1. Briefly, the use cases try 
to assess that the elements of the AAL ecosystem coordinate smoothly 
and that they generate the required action without relevant latencies 
for the execution of the action. The first of them is the attention 
to a possible fall of the user. This situation can be detected at any 
time by the static cameras fixed on the ceiling of the rooms, and is 
communicated to the robot so that it can talk to the person and act 
as predefined. The second is a more everyday case for people who 
move around the flat with a walker, for example. By having to walk 
with the walker, the person cannot move small objects around the 
flat. The robot, equipped with a small tray for this purpose, can be 
prompted by the user to help with this task. These use cases have been 

24 https://github.com/grupo-avispa/dsr_aal
25 https://www.behaviortree.dev/
26 https://www.behaviortree.dev/groot/]
27 https://github.com/BehaviorTree/BehaviorTree.CPP
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https://github.com/BehaviorTree/BehaviorTree.CPP


J. Galeas, A. Tudela, Ó. Pons et al. Computer Vision and Image Understanding 259 (2025) 104437
Fig. 14. Adaptation loop for smart use case switching.
co-created with representative end users in focus groups that included 
elderly people, caregivers, engineers and anthropologists (Iglesias et al., 
2024; Jerez et al., 2024). Performed experiments focus on evaluating 
the feasibility and functional performance of the proposed software 
architecture in these use cases. An analysis of the user experience is 
beyond the scope of this paper, although the results discussed in Jerez 
et al. (2024) on a partial version of this architecture (involving only 
the robot and VC) provide a promising insight into the evaluation to be 
done. In addition to the qualitative evaluation that can be drawn from 
these two examples, the response times of the most critical software 
agents and, above all, the time it takes for local copies of the DSR to be 
fully synchronised after a 𝛿-mutation have also been measured. These 
more quantitative results are reported in Section 5.3.

5.1. Assistance in the event of a possible fall

To show how the designed IoRT scenario works, different use cases 
have been implemented in collaboration with medical staff and care-
givers from different facilities (Iglesias et al., 2024). Specifically, in this 
section, we are going to use one of them to show the IoRT system’s 
ability to act quickly in case it detects a possible user fall. As mentioned 
above, a CNN has been trained to detect, using the images from the 
zenithal cameras, whether the person is standing, sitting or lying down. 
Using this knowledge, the VC system will ask the robot to stop any task 
in progress and approach the person it detects as lying down (as long as 
it is not in bed) to ask how they are and, if necessary, alert a caregiver 
to come and attend to the user.

Fig.  15 shows the state of the DSR at a given instant. Only informa-
tion from the symbolic quiver is shown, from which certain attributes 
and objects (chairs, table, rocking chair, etc.) have been omitted for 
easier viewing. As shown by the person detections carried out on the 
15
image of the camera present in the kitchen-dining room, the person is 
in this room and remains standing. The robot is outside the flat, in the 
area marked on its metric map as north. The DSR shows the presence 
of sensors deployed in the IoRT environment, but no internal attributes 
are shown (e.g. the entrance door in the kitchen room is open).

At one point, the person falls to the ground (Fig.  16). The camera 
images capture that moment, and the person is tagged as lying. The 
Person agent also determines that he is not in bed. The information 
is annotated in its local copy of the DSR, and 𝛿-mutations are sent to 
the rest of the agents. The change in the context forces the Adaptation 
agent to determine that the robot should try to talk to him (he could 
simply be looking for something on the floor). The task to be performed 
by the robot is changed to attending this specific alarm (alarm_lying). 
When the Planner agent updates its DSR and detects this change, it 
launches a different Behaviour Tree that manages how to act (Romero-
Garcés et al., 2022). The first action in the plan is to approach the 
person. Thus, the robot starts to navigate. The planner agent informs 
the rest of the agents of the activities to be addressed by annotating 
the DSR in its local copy.  When the updates are incorporated into 
the replicas in the rest of the agents, the behaviour is unfolded (Marfil 
et al., 2020). Obviously, this scheme forces the Planner to supervise 
the update of the DSR to capture when a subtask has finished and a 
new one must be triggered. Fig.  17 shows that the robot has arrived 
at the person’s location (robot _with person). Both by voice and with 
a specific message on the tablet on its chest, the robot asks the user 
if he is well. If the person takes a few seconds to respond, the system 
sends a message and calls a caregiver, and if the caregiver demands it, 
can use the robot to see and try to talk to the user, as if setting up a 
video conference. All software agents are run locally, and changes to 
DSR copies are updated almost immediately (latency is in the order of 
milliseconds). From a functional point of view, the system behaves as 
if there is a single copy of the DSR.
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Fig. 15. (Left) A snapshot of the DSR running within the IoRT ecosystem (see text); and (right) person detections using the zenithal camera in the kitchen-dinning room, and 
metric map showing the robot and person positions, as well as the four marked areas.
Fig. 16. (Left) The DSR is changed with respect to the situation in Fig.  15 when a person lying in the ground is detected; and (right) person detection, and metric map showing 
the new situation of the detected person.
This simple example shows how a common DSR is updated from 
its different replicas to orchestrate a given task. Sensors deployed in 
the environment allow continuous monitoring of the context while the 
robot provides a more natural and intuitive interaction interface for 
the user. The VC is able to change the task to reach according to the 
context. Although images are shown in the figures, it is important to 
note that sensitive data, such as images but also audio, are processed 
by the system locally, without being accessible externally. The system 
extracts from these information sources the knowledge that it injects 
semantically into the DSR as a continuous flow of 𝛿-mutations.
16
In most of the environments in which this proposal has been de-
ployed (be it this small flat or the Vitalia retirement home in Teatinos 
(Malaga, Spain)), the DSR comes to have a rather static representation 
(the rooms and objects hardly change), in which only the people show 
greater dynamism. This means that, as aforementioned in Section 3.2, 
the software agents mostly act on the DSR by changing attributes. The 
richness of these attributes has not been shown in the previous images. 
Fig.  18 illustrates the state of the DSR at a certain instant in time. The 
attributes on the edges, shown in previous figures, have been removed 
to simplify the image. These attributes are more complex than a single 
term. The figure shows part of the attributes of two of the vertices in the 



J. Galeas, A. Tudela, Ó. Pons et al. Computer Vision and Image Understanding 259 (2025) 104437
Fig. 17. (Left) The DSR shows that the robot is trying to interact with the person using voice and tablet; and (right) person detection, and metric map showing the new situation 
of the robot.
Fig. 18. A snapshot of the DSR running within the IoRT ecosystem.
DSR. Specifically, the person is identified as Oscar. While he was lying 
in bed, the FMCW sensor captured data on his heart and respiratory 
rates. In the list of attributes, you can see how the respiratory rate 
value (72 bpm) has been noted. On the other hand, the temperature 
of the dining_room (kitchen), for example, is 24 degrees. In general, 
agents will carry out continuous attribute updates, but few structural 
changes (i.e. inclusions or deletions of vertices and edges) will be made 
to the DSR network. These attribute updates also usually involve a 
single software agent (e.g., the robot’s battery is updated by a single 
17
agent, its position on the map by another, etc.). Both factors facilitate 
the synchronisation of local copies of the DSR.

5.2. Assists the user in transporting small objects

A second use case is described in this section. In this case, the user, 
who needs a walker to move around, requires the help of the robot to 
carry certain objects in a different room in the flat. Fig.  19 shows the 
initial situation: the person is lying in bed and has, next to the bed, 
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Fig. 19. (Left) The DSR shows that the person is lying on the bed. The robot is stopped and internally running the default task (explore); and (right) objects and person detection 
in bedroom (some of the detected objects are not shown in the DSR for clarity), and metric map used by the Navigation software agent.
Fig. 20. (Left) The person uses the walker to approach the robot and ask it, using the touch screen, to follow him; and (right) objects and person detection in bedroom (some of 
the detected objects are not shown in the DSR for clarity), and metric map used by the Navigation software agent.
the walker. The robot remains in the same room (the default task is to 
explore). The person gets out of bed and, using the walker, approaches 
the robot and interacts with it using its touch screen. He asks the 
robot to accompany him as he is going to need its help (Fig.  20). The 
person interacts with the robot using the touch screen on its chest. The 
Webserver agent manages the interaction. The task that the robot runs 
changes to interacting. The person can ask the robot to accompany 
him.

In this case, the person moves, always with the walker, from the 
bedroom to the living room/kitchen (Fig.  21). When the person goes 
18
out of the bedroom, he is not immediately detected by the camera 
monitoring the living room. However, the vertex person is not removed 
from the DSR as the Person agent in the robot maintains that the
person _with robot. However, the walker is removed. It is added again 
when person, robot and walker go into the living room. Person and 
robot are now linked to the living room. Contrary to the person, the 
robot is always linked to a space in the map (whether it is a room 
in the flat or an area outside the apartment). In the living room, the 
person approaches the central table and places a small object on the 
tray held by the Morphia robot. The robot follows the person to a 
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Fig. 21. (Left) The robot follows the person into the living room; and (right) objects and person detection in the living room (some of the detected objects are not shown in the 
DSR for clarity), and metric map used by the Navigation software agent.
second table, where the person sits down and can now take the object 
from the robot’s tray.

5.3. Quantitative evaluation

Use case-based evaluation has been complemented by quantitative 
metrics that reflect system performance. In particular, the response 
times of the system have been measured. The most critical times 
are those associated with the detection of persons and objects, using 
the YOLO v11 network. Running on the Jetson AGX Orin 64 GB, 
information about these entities is updated every 143 ms (7 Hz).

After a software agent reports, by publishing a 𝛿-mutation, a modi-
fication on the DSR structure, the representation takes, at most, 232 ms 
to be fully consistent in what is stored in all replicas.

Finally, with respect to resource utilisation, the aforementioned 
NVIDIA Jetson AGX Orin shows a GPU utilisation of 83.9% (816 MHz). 
The DSR and software agents are executed in a NUC7i7DNH processor 
with eight cores. All these cores are utilised at 50% approx. The NVIDIA 
Jetson consumes a power average of 26.0 W. 

6. Discussion and further enhancements

The work currently being undertaken or expected to be undertaken 
in the short to medium term follows different lines of research. The 
following subsections list these future lines of work or improvement, 
grouped at the level of application, architecture or representation of 
knowledge and its management. Possible limitations of the proposed 
knowledge model scheme are also assessed.

6.1. Future work at application level

New use cases, designed in the framework of our collaboration with 
caregivers, medical professionals, and residents of the Vitalia residence 
in Teatinos (Malaga, Spain), are also continuously being evaluated. 
Robots are deployed in this residence, which may serve in the medium 
term as a space for evaluation of the complete architecture in a more 
19
complex environment. In fact, as described in some sections of this 
article, the system has been partially deployed in this residence for the 
last five years (in periods of time that are not always continuous). The 
analysis of the user experience during these deployments, in terms of 
acceptability, utility and accessibility, offer positive results that support 
the validity of the current proposal (Iglesias et al., 2024; Jerez et al., 
2024). In this scenario, where more residents live, one of the problems 
is sometimes the identification of the user. For this purpose, we are 
working on a multisensory framework, to which we intend to add the 
FMCW radar sensor described above. Incorporated into the robot, there 
are previous works that show how to use this sensor for identification.

6.1.1. Data security
Protecting data security and user privacy is paramount, especially 

when dealing with sensitive or personal information. In our work, 
the only sensitive content corresponds to the images detected by the 
camera. In this case, the images are only processed locally on the 
machine and are deleted at every instant, so they are not saved at any 
time, guaranteeing the user’s privacy. However, to ensure ethical con-
siderations, we requested informed consent from all external subjects 
involved in the study (users and professionals). This informed consent 
was approved by the Provincial Ethical Committee of the Andalusian 
Public Healthcare system (Comité de Ética de la Investigación Provin-
cial de Málaga). These protocols and ethical procedures have been 
successfully applied in previous evaluation projects involving a larger 
number of users (retirement home) and conducted with greater depth 
and scope of analysis (Jerez et al., 2024).

Finally, in order to extend the functionality of the research and the 
security of the people involved, the main methods and standards used 
to protect this information are discussed below.

• End-to-End Encryption: ensures that data is encrypted at the 
source and remains inaccessible to anyone except the intended 
recipient, even during transmission. This method provides a ro-
bust safeguard against eavesdropping or interception, making it 
ideal for sensitive communications. By implementing E2EE, the 
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research could emphasise protecting user data across potentially 
vulnerable channels.

• Compliance with data protections regulations: Compliance with 
regulations like GDPR and HIPAA ensures the lawful and ethical 
handling of sensitive data. These standards mandate practices 
such as obtaining user consent, anonymising personal informa-
tion, and ensuring data security through encryption and access 
controls.

In conclusion, by implementing compliance with regulations such as 
GDPR and HIPAA, our research can ensure the safe and ethical han-
dling of personal information. These frameworks provide clear, proven 
guidelines that are easy to adopt and robust enough to guarantee data 
security and user trust.

6.2. Enhancements at CORTEX architecture level

At the level of architecture, in the short term, new sensors or 
actuators are being incorporated into the IoRT ecosystem that will 
allow the robot, for example, to command the opening of a motorised 
door. However, in the medium term, the lines of work involve further 
research and innovation. All the knowledge that the system can store 
about the evolution of the context can enable the robot to explain to 
the person the reasons behind its behaviour or an unexpected event for 
the person. The integration of a theory of explainability into CORTEX 
will allow the robot to become a closer and more reliable tool for the 
people with whom it shares the environment.

Emerging technologies such as edge computing, digital twins, and 
6G connectivity can significantly enhance the CORTEX architecture by 
addressing its computational, contextual, and communication needs. 
Edge computing can reduce the latency and improve the response 
times for the agents working with the CORTEX architecture. Also, this 
technology can maintain some functions locally even when the central 
system is temporarily unavailable, ensuring continuity of critical tasks.

Digital twins provide a virtual representation of physical entities 
that can mirror and predict their behaviour in real time. A digital 
twin of the robot could provide richer data for agents’ decisions in 
the DSR, predicting future states, simulating alternative actions or 
estimating environmental changes. A recent research involving 5G 
and digital twins for anticipatory prediction using CORTEX has been 
presented (Barroso et al., 2024). 6G technology is based on ultra-low 
latency, high reliability and massive bandwidth, which are essential 
for real time systems. This technology could improve the DSR syn-
chronisation between multiple robots or systems in a faster and safer 
way. Moreover, high bandwidth data (like video, images or lidar) is 
efficiently integrated into the graph.

In summary, these technologies align perfectly with CORTEX archi-
tecture improving its modularity and shared context, and enhancing its 
scalability and ability to handle dynamic environments.

6.3. Limitations and future work at the knowledge representation level

One limitation of the proposed approach is that, as the number of 
agents incorporated in the robot architecture and IoT ecosystem in-
creases, the software complexity also increases, and the debugging and 
validation process becomes more tedious. This is not a prerogative of 
our system since size and complexity usually grow together, especially 
in distributed architectures. A way out is to force the agents to follow a 
common design pattern that ensures robustness and reliability. A code 
generator would provide the required quality guarantees. Another lim-
itation is that, in its current implementation, all software components 
that exchange 𝛿-mutations must be on the same machine to achieve 
the maximum bandwidth available in the motherboard. Otherwise, and 
due to the use of multicast, the transmission speed is limited to the 
slowest connection, i.e. a WiFi link. In our setup, this implies that the 
DSR must run whether in the external NUC i5 Mini PC, or in the robot. 
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To mitigate this problem, we are currently testing a proposal in which 
the robot and the Iot system run separate instances of the CORTEX 
architecture while keeping a unicast connection between their DSRS 
that selectively updates both graphs. In this configuration, the hard 
eventual consistency constraint is lost between both instances, but they 
maintain an independence that facilitates debugging and maintenance. 
In addition, this would allow the software components that manage the 
knowledge model to be better distributed among the two instances that 
now make up the IoRT system.

7. Conclusions and future work

This paper proposes the deployment of an IoRT ecosystem for AAL 
based on the CORTEX software architecture. In CORTEX, all software 
agents communicate with each other using a blackboard or working 
memory. However, unlike other approaches, in CORTEX, the DSR is not 
just the way for agents to communicate with each other, but a runtime 
model characterised by three elements: an original to which the model 
refers, a purpose that defines what the model should be used for, and an 
abstraction function, that maps relevant and purposeful features from 
the original to the model (Romero-Garcés et al., 2022). The distributed 
nature of CORTEX’s working memory provides both real-time access by 
the agents to the shared data in linear time, thanks to multicast routing, 
and a stable context built by gathering information from multiple 
sources that provide each agent with the means to take better decisions. 
In addition, its encoding allows the DSR to be processed at runtime. 
This paper emphasises precisely this character, as it is processed at 
runtime in a strongly multi-platform framework.
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